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In this paper we use ab initio multiconfigurational second-order
perturbation theory to establish the intrinsic photoisomeriza-
tion path model of retinal chromophores. This is accomplished
by computing the ground state (S0) and the first two singlet
excited-state (S1, S2) energies along the rigorously determined
photoisomerization coordinate of the rhodopsin chromophore
model 4-cis-g-methylnona-2,4,6,8-tetraeniminium cation and
the bacteriorhodopsin chromophore model all-trans-hepta-
2,4,6-trieniminium cation in isolated conditions. The computed
S2 and S1 energy profiles do not show any avoided crossing
feature along the S1 reaction path and maintain an energy gap
>20 kcalzmol21. In addition, the analysis of the charge distribu-
tion shows that there is no qualitative change in the S2 and S1

electronic structure along the path. Thus, the S1 state maintains
a prevalent ionic (hole–pair) character whereas the S2 state
maintains a covalent (dot– dot) character. These results, to-
gether with the analysis of the S1 reaction coordinate, support
a two-state, two-mode model of the photoisomerization that
constitutes a substantial revision of the previously proposed
models.

The photoisomerization of the retinal chromophore triggers
the conformational changes underlying the activity of rho-

dopsin proteins (1). In rhodopsin itself (the human retina visual
pigment) the retinal molecule is embedded in a cavity where it
is covalently bound to a lysine residue via a protonated Schiff
base (PSB) linkage. The absorption of a photon of light causes
the isomerization (see equation below) of the 11-cis isomer of the
retinal PSB (PSB11) to its all-trans isomer (PSBT).

Similarly in the bacterial proton-pump bacteriorhodopsin, the
photoexcitation causes the isomerization of the PSBT to its 13-cis
isomer (PSB13). The photoisomerization of PSB11 and PSBT in
the protein environment are among the fastest chemical reac-
tions observed so far. Thus, the photoexcitation of PSB11 in
rhodopsin yields a fluorescent transient with a lifetime of ca. 150
fs (2). After this state is left, ground-state PSBT is formed within
200 fs (3). Similarly, irradiation of PSBT in bacteriorhodopsin
leads to formation of a 200-fs (4–7) transient and production of
the PSB13 within 500 fs. In contrast, the photochemistry of free
PSB11 in solution (8) is more than 1 order of magnitude slower:
in methanol, PSB11 has a ca. 3-ps fluorescence lifetime and

PSBT is formed in 10 ps (9). Similar lifetimes have been reported
for PSBT (10–12) and PSB13 (10) in solution.

The decrease in excited-state lifetime and the increase in
reaction rate of chromophores bound within the protein with
respect to the corresponding free forms in solution is a central
problem of photobiology. The first step in the quest for a
solution to this problem is the detailed understanding of the
chromophore photoisomerization path. Recently, Anfinrud
and coworkers (13, 14) have summarized the experimental
evidence in support of a three-electronic state (S0, S1, and S2)
model—the three-state model—of the photoisomerization
path in bacteriorhodopsin originally formulated on the basis of
quantum chemical computations (15). As schematically illus-
trated in Fig. 1a, this model is characterized by the presence
of a ca. 1 kcalzmol21 barrier (i.e., a transition state) on the first
excited state (S1), which originates from an avoided crossing
between the first (S1) and second (S2) singlet excited states.
Upon photoexcitation, the chromophore structure evolves
from the vertical excitation region (Franck–Condon, FC)
toward transition state. After the barrier has been overcome
the system undergoes a fully efficient decay to the ground state
(S0) in the region of a deep energy minimum where the
chromophore has a double bond twisted by ca. 90°. Recent
computational work (16) has shown that this energy ‘‘mini-
mum’’ is coincident with a conical intersection (CI) between
the S1 and S0 energy surfaces.

The three-state model represents an alternative to the
earlier two-electronic state (S0, S1) model—the two-state
model—proposed by Mathies et al. (4) and Dobler et al. (5) for
bacteriorhodopsin, by Weiss and Warshel (17) and Schoenlein
et al. (3) for rhodopsin, and by Ottolenghi and coworkers for
rhodopsin proteins in general (18, 19). This model is illustrated
in Fig. 1b and is characterized by a barrierless S1 relaxation
leading from FC to CI directly. The two-state model originally
was proposed to explain the ultrafast photoisomerization of
the retinal chromophores in the protein cavity. The basic idea
behind this model is that an initial nonzero slope along a S1
reaction coordinate, dominated by the double-bond torsional
mode, would accelerate the molecule toward the decay chan-
nel. Anfinrud and coworkers (13, 14) have pointed out that, in
bacteriorhodopsin, the fact that the S1 spectrum develops in
about 30 fs and remains stable to beyond 1 ps seems incom-
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patible with the barrierless model of Fig. 1b and that the
three-state model must be preferred.

In the three-state and two-state models, the reaction coordinate is
assumed to be dominated by torsional motion about the ‘‘reacting’’
double bond. In contrast with this hypothesis, the results of reaction
path computations for the PSB11 model 4-cis-g-methylnona-
2,4,6,8-tetraeniminium cation (16) (formula 1) and the PSBT
models all-trans-hepta-2,4,6-trieniminium cation (20) (formula 2)
show that the S1 reaction coordinate is sequentially dominated by
two substantially uncoupled modes. The first mode is totally
symmetric and drives the initially planar system out of FC through
a concerted double-bond stretch and single-bond compression. The
second mode is nontotally symmetric and is dominated by a
torsional motion about one of the central double bonds of the
system. Thus, along the reaction coordinate the double-bond
isomerization motion does not start immediately after photoexci-
tation but only after relaxation of the PSB carbon skeleton. Indeed,
the initial S1 relaxation leads to a ‘‘metastable’’ planar species
(stationary point, SP) where the central double bonds are stretched.

The formulation of the three-state model for the photoisomer-
ization of the retinal chromophores has been inspired by the
behavior of linear polyenes (21–27) [PSBs are polyenes where a
terminal 5CHR group has been replaced by 5NHR(1)]. In
short planar polyenes, the optically allowed excited state (in
molecular orbital terms, the singly excited p-p* 1Bu state) is
located below an optically forbidden excited state (the doubly

excited p-p* 2Ag state) only in the vertical excitation region. [In
valence bond terms the 1Bu state corresponds to a hole-pair
(ionic) excitation whereas the 2Ag state corresponds to a dot-dot
(covalent) excitation. In a twisted polyene the symmetry is lost
and the molecular orbital description becomes difficult. How-
ever, the valence bond description remains simple even for highly
twisted structures (28).] Upon relaxation on S1, the polyene
structure evolves toward a region where the dot-dot electronic
structure is more stable than the hole-pair electronic structure.
Thus in the three-state model the S1 energy surface has a
prevalent [because of the symmetry decrease caused by the
presence of the NH2(1) group the S1 and S2 states of planar
PSBs have a mixed hole-pairydot-dot character] hole–pair char-
acter at FC and a prevalent dot–dot character after the avoided
crossing (i.e., after transition state). In contrast, in the two-state
model the electronic structure of the S1 energy surface remains
hole–pair all along the path connecting FC to CI as the S1 and
S2 states do not interact via an avoided crossing.

Our objective in this paper is to establish the intrinsic pho-
toisomerization coordinate of retinal chromophores. This will be
accomplished by using ab initio quantum chemical computations,
within the framework of multiconfigurational second-order per-
turbation theory, to determine whether a S2yS1 avoided crossing
exists along the photoisomerization coordinate of 1 and 2. Below
we show that the results support the FC3 SP3 CI mechanism
illustrated in Fig. 2, where the S1 state maintains a hole–pair
character and the S2 state maintains a dot–dot character all along
the two-mode reaction coordinate.

Computational Methods
The computations reported in this paper for the PSB11 model
1 were performed by using the CASPT2 method (PT2F level)
included in MOLCAS-4 (29) with a generally contracted basis sets
of atomic natural orbital obtained from the C,N (10s6p3d)yH
(7s) primitive sets by using the C,N[3s2p1d]yH[2s] contraction
scheme (30). The zero-order complete active space self-
consistent field (CASSCF) wave function used in the calculation
is characterized by an active space of 10 p-electrons in 10
p-orbitals (10ey10o). A state average computation was used
including the first three roots (S0, S1, S2). For the CASPT2

Fig. 1. (a) The three-state model. TS, transition state. (b) The two-state
model.

Fig. 2. Structure of the S2 and S1 energy surfaces along the S1 reaction path
for the PSB11 model 1. The stream of arrows on the S1 surface represents the
reaction path. Point SP corresponds to a planar species where the torsional
deformation leading to the S13 S0 decay channel (CI) begins. The shaded area
on the lower surface corresponds to an extended energy plateau.
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computations on the shorter PSBT model 2 we used the standard
6–31G* basis set and a zero-order wave function with an 8ey8o
complete active space. The seven molecular structures consid-
ered for 1 (planar FC, planar SP, twist 8°, twist 18°, twist 44°,
twist 68°, and twist 90°) are from refs. 16 and 31 and were
determined via minimum energy path (MEP) computations and
geometry optimization at the CASSCF (32) level of theory.

The molecular dipole moments and charge distribution (Mul-
liken charges) along the backbone of 1 and 2 are determined at the
CASSCF level of theory. Notice that the charge distribution along
the 2C5NH2(1) moiety is sensitive to the basis set. In particular,
the charge is larger on the N atom when the atomic natural orbital
basis set is used but become larger on the C atom when the 6–31G*
basis is used (see Tables 1 and 2, which are published as supple-
mental material on the PNAS web site, www.pnas.org). Neverthe-
less as we will see below the charge distribution along the remaining
hydrocarbon fragment of the chromophore is basis set-
independent. In a previous paper (33) on a shorter PSB11 model
(i.e., the penta-3,5-dieniminium cation) we demonstrated that, for
this system, the atomic charges computed by using different
schemes (NPA, CHelpG, MKS) yield the same distribution. Sim-
ilarly the computed total natural bond orbital (32, 34) charges
computed for the points planar FC and planar SP of 1 show, again,
the same type of distribution. An analogous series of structures (20)
were considered for model 2 (see also Tables 6–9, which are
published as supplemental material).

Results and Discussion
All computed energy and charge data are given in Tables 1–5
(see supplementary material on www.pnas.org). The energy
profiles along the S1 MEP of 1 are reported in Fig. 3. The energy
values can be used to calibrate the quality of the model with
respect to retinal PSBs in hydrocarbon solution. The experimen-
tal absorption maximum for the protonated N-butylamine of the
retinal Schiff base (35) is 458 nm in hexane (for both the 11-cis
and all-trans forms) and the experimental f luorescence maxi-
mum is ca. 620 nm (for the all-trans form) (36). These data
compare reasonably well with the computed absorption maxi-
mum (482 nm at planar FC) and fluorescence maximum (590
and 594 nm at the twisted 8° and at the planar SP points,
respectively). The fluorescence maximum has been obtained by

assuming that the fluorescent state is dominated by planar or
nearly planar configurations located along the initial part of the
S1 energy plateau of Fig. 3. Further evidence for the quality of
model 1 comes from a recent simulation of the PSB11 resonance
Raman spectra (31). The computed excited- and ground-state
charge distribution can be validated by comparison with the
observed dipole moment for the all-trans N-butyl retinal PSB in
dioxetane solution (37). The observed 12.0 Debyes S0-S1 dipole
moment change Dm is of the same magnitude of the 14.0
Debyes value computed for 1.

By inspection of Fig. 3 it is apparent that there is no evidence
for the occurrence of an avoided crossing between the S2 and S1
energy profiles. Indeed, the energy gap between the two states
remains almost constant (ca. 20 kcalzmol21) during the initial
relaxation then increases (never decreases!) along the remaining
part of the path until the S1yS0 CI is reached. This behavior is
related to the two-mode nature of the reaction coordinate
illustrated in Fig. 2. The initial slope starting at planar FC
corresponds to FC3 SP, is dominated by a stretching relaxation,
and is followed by double-bond twisting motion about the SP3
CI region, starting at planar SP and leading to the CI.

Charge Distribution. A demonstration of the lack of an S2yS1
avoided crossing along the isomerization path is obtained from
the analysis of the S0, S1, and S2 charge distributions. The charge
distribution is a manifestation of the electron distribution along
the chain (position of the p-electrons and polarization of the
s-backbone), which is a consequence of the type of electronic
configurations (e.g., dot–dot and hole–pair) that dominates the
wave function (28). Thus at an avoided crossing between two
states characterized by wave functions dominated by different
configurations, a fast change in the position of the PSB positive
charge must occur.

At the planar FC structure the S0 and S2 charge distributions
(black and white bars in Fig. 4) are similar and yield a S2-S0 Dm
of ca. 4 Debyes (see Table 10, which is published as supplemental
material). In contrast, the S1 charge distribution (gray bars in Fig.
4) is different (S1-S0 Dm is ca. 14 Debyes). In this state, a
significant amount of electron density has migrated from the C5
C–C5C–C2 fragment toward the 2C–C5C–C5N fragment, lead-
ing to a more distributed positive charge. In particular, in the S0 and
S2 states of the planar FC and SP points ca. 75% of the positive
charge resides on the 2C–C5C–C5N fragment. On the other
hand, in the S1 state only ca. 40% of the positive charge resides on
2C–C5C–C5N, yielding a 35% charge translocation upon S03 S1
excitation. Although the same pattern is maintained all along the
reaction coordinate, the magnitude of the C5C–C5C–C2 and
2C–C5C–C5N charges changes. In fact, as shown in Fig. 5 there

Fig. 3. Energy profiles along the S1 photoisomerization coordinate of 1. The
structures (geometrical parameters in Å and degrees) document the progres-
sion of the molecular structure along the coordinate (see ref. 16). ■ show the
CASPT2 S1 energy profile, and h show the CASSCF energy profile before PT2
correction.F and» show the CASPT2 S2 and S0 energy profiles along the same
coordinate, respectively. Notice that, because of the S1yS0 curve crossing, at
the 90° CI structure the state labeled S0 is ca. 1 kcalzmol21 higher than that
labeled S1. For the sake of simplicity we maintain this inverted labeling
throughout the paper.

Fig. 4. Distribution of the CASSCF atomic natural orbital Mulliken charges
along the molecular backbone of 1. The bar diagram gives the S0, S1, and S2

charges at the planar FC point of Fig. 3. Hydrogen atom charges are summed
to the corresponding backbone atom. The charge of the -CH3 substituent is
summed on the C3 backbone atom.
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is a regular increase in charge translocation along the part of the
reaction coordinate dominated by torsional motion. Thus at the 90°
twisted structure ca. 100% of the positive charge is found either on
the nitrogen-containing fragment (S0 and S2 states) or in the C5
C–C5C–C2 fragment (S1 state). Natural bond orbital charges
analysis show that only the change in the p-electron density is
responsible for the charge translocation from the 2C–C5C–C5
N to the C5C–C5C–C2 moiety. The same analysis indicates that
in the S1 state the valence bond configurations (resonance struc-
tures) C5C–C5C–C(1)2, C5C–C(1)–C5C2 and C(1)–C5C–
C5C2 increase in weight upon twisting. The trend of the S1-S0
Dm values is consistent with the data of Fig. 5. This quantity
decreases along the initial stretching relaxation coordinate up to the
S1 planar equilibrium structure (ca. 6 Debyes). The following
torsional deformation increases the Dm value, which becomes ca.
26 Debyes at the 90° twisted structure where one has a full charge
translocation. The electronic structure at the conical intersection of
PSB can be related to the structure of the twisted charged transfer
state of polyenes, which is dominated by hole–pair configurations
(28). In terms of the two-electron, two-orbital model this structure
corresponds to a critically heterosymmetric diradicaloid (see also
ref. 38).

The triggering of ‘‘charge translocation’’ upon photoexcitation of
PSB11 has been previously proposed by Michl and coworkers as a
general rule in polyenes displaying fragments with different elec-
tronegativities (38) and on the basis of a computational investiga-
tion of the acroleiniminium cation (40) H2C5CH–CH5NH2(1).
Our data show that this behavior occurs in realistic models.

Generalization to the All-trans Isomer. Although model 1 is a
realistic model for the PSB11 chromophore of rhodopsin, the
photoreceptor bacteriorhodopsin has a PSBT chromophore. To
establish the general validity of the FC3 SP3 CI path and the
related charge distribution we have performed a series of
computations (see Fig. 8, which is published as supplemental
material) on PSBT model 2, which has four double bonds. The
results show the same general features seen in Figs. 3 and 4 for
1. The structure of the conical intersection corresponds to the
decay channel for the photoisomerization of the 2C35C42
double bond. [A competitive photoisomerization about the
2C55C62 bond also has been documented (20). The S1 energy
profiles along the competing 2C35C42 and 2C55C62 reaction
coordinates are similar but the second reaction occurs along a
longer energy plateau and ends at a slightly higher conical
intersection (the intersection structures are given in Tables 8 and
9).] The only differences between 2 and 1 are related to the
nature of the SP point (which corresponds to a flat transition
state rather than to a flat minimum) and to the extension of the

S1 energy plateau (up to ca. 30° rather than 40° torsion). We shall
now provide evidence that these differences are related to the
shorter length of the p system of model 2.

Origin of the Energy Plateau and Reaction Barrier. Although we find
no evidence for an avoided crossing between the S2 and S1 energy
surfaces, the flat S1 energy profile in Fig. 3 does not exclude the
presence of a small (,2 kcalzmol21) barrier. The fact that we find
a long energy plateau rather than a flat transition state may be
caused by different factors including (a) the neglected interactions
with the solvent and counterion, (b) the neglected double bond, and
(c) the limit in computational accuracy. Dynamics simulations
carried out by using model potentials indicates that an excited-state
barrier also may arise because of the cavity or solvent friction (55).
However, the barrier observed in PSBT and PSB13 seems, at least
in part, caused by an intramolecular electronic factor (see ref. 10).
Indeed frequency computations indicate that SP (i.e., planar SP) is
a local energy minimum and that a barrier must exist along the
SP3CI region. Comparison of the S1 energy profile of 1 with those
of two shorter PSBs with four (formula 2) and three (formula 3 in
Fig. 6) conjugated double bonds provides information on the origin
of the barrier. In Fig. 6, we show that the flatness of the energy
profile increases by increasing the chain length. Frequency com-
putations at the three planar S1 equilibrium points (i.e., SP)
demonstrate that the lowest frequency modes correspond, in all
cases, to a torsional deformation about the reactive double bond.
The frequency values of 254, 45i, and 254i cm21 for models 1, 2, and
3, respectively show that the curvature of the energy surface along
these modes changes from positive to negative by decreasing the
number of conjugated double bonds. In particular, in the three- and
four-double bond systems (models 2 and 3) the frequency is
imaginary (i.e., the curvatures are negative), demonstrating that SP
is a transition structure and not a true energy minimum as in 1. This
effect also is confirmed by the length (1.48, 1.49, and 1.53 Å for
models 1, 2, and 3, respectively) of the reactive double bond at SP.

These results suggest that the origin of the different shape of
the three energy profiles lies in the p-electron delocalization still
present on the first excited state. Thus, in 1 the delocalization is
weakened upon torsional deformation and the system is desta-
bilized, thus explaining the local stability of the torsional mode
at SP. The corresponding S1 energy surface shape and reaction
path are illustrated in Fig. 7a. The p-electron delocalization
gradually is reduced with the decrease of the number of conju-
gated double bonds, resulting in the surface shape and steeper
barrierless path shown in Fig. 7b and corresponding to model 3.

Comparison with the Experimental Data. The initial excited-state
dynamics of a retinal PSB in ethanol (PSBT) has been investi-
gated by femtosecond absorption spectroscopy (11, 12). The

Fig. 5. CASSCF atomic natural orbital Mulliken charges along the photoi-
somerization path of 1. The bar diagrams describe the change in the S0, S1, and
S2 charges of the 2C–C5C–C5N (Right) and the C5C–C5C–C2 (Left) frag-
ments along the points indicated in Fig. 3.

Fig. 6. CAS-PT2 energy profiles along the S1 photoisomerization coordinate of
the retinal models 1, 2, and 3. Two values for the angle of twisting (i.e., the
2C2C2C2C2 dihedral angle) about the isomerizing bond are given along the
energy profiles to document the progression along the reaction coordinate.

9382 u www.pnas.org González-Luque et al.



depopulation of the FC region occurs in ,100 fs and involves
propagation of the vibrational wave packet along the S1 energy
slope. After this phase is completed a second phase begins, which
involves vibrational energy redistribution on the S1 energy
surface and lasts ca. 300 fs. Finally, a picosecond process begins,
which should correspond to the S1 3 S0 decay. This kind of
model (not necessarily the given time scales) matches the
isomerization dynamics suggested by the two-state, two-mode
model of Fig. 2. Accordingly, the first process would correspond
to the FC3 SP relaxation, the second process would correspond
to the energy redistribution from the initially populated stretch-
ing at SP, and, finally, the picosecond decay process would
correspond to a barrier-controlled evolution of the, at least
partially equilibrated, S1 species toward CI. This interpretation
is supported by an ab initio semiclassical trajectory computation
(41) carried out by using the short PSB11 model of Fig. 6. The
resulting trajectory (and a classical trajectory computed for 1;
ref. 16) indicates a time scale of only 10–20 fs for the FC3 SP
relaxation. However, because of the unstable SP region of this
model (see Fig. 7b) the excited state is populated for only ca. 60
fs, corresponding to a couple of oscillations.

Resonance Raman spectra analysis suggests that the character of
the force field controlling the initial excited-state dynamics of
PSB11 in solution and inside the rhodopsin cavity is similar (42, 43).
If this is true, the two-mode reaction coordinate indicates that the
initial part of the photoisomerization path in the protein environ-
ment also should be dominated by stretching modes (in the protein
this must be mixed with a torsional component as indicated by the
intense C115C12 HOOP mode seen in resonance Raman spectra of
rhodopsin) (ref. 44; see also discussion in ref. 42). A series of
different time-resolved femtosecond spectroscopic studies on bac-
teriorhodopsin (45–47) and rhodopsin (48, 49) provide evidence
that this is the case. Zong et al. (45) have established that the
formation of the transient excited-state species occurs ,30 fs after
promotion of the ground-state system to FC. This time scale
matches well with the predicted 10–20 fs for the chromophore
models and suggests that the time scale for the production of the
fluorescent state in solution is much shorter than the previously
reported 100 fs (11, 50). This finding suggests that the protein cavity
itself should not dramatically change the initial excited-state dy-
namics of the retinal chromophore. As a consequence, the observed

(14) 30-fs development and picosecond invariance of the stimulated
emission spectra in bacteriorhodopsin may be explained by our
two-state, two-mode reaction path.

Although the initial dynamics appears to be similar in the
protein cavity and in solution the very different S1 lifetimes (ca.
150- to 200-fs and 2- to 3-ps time scale, respectively) indicate that
the following twisting motion is not. Our computations suggest
that the lifetime is, in part, controlled by the presence of a long
energy plateau andyor a small barrier along the torsional mode.
This barrier may be smaller or even disappear when the chro-
mophore is enclosed in the protein cavity, thus explaining the
increase in the reaction rate. Indeed although the existence of a
1 kcalzmol21 barrier has been proposed for bacteriorhodopsin on
the basis of low-temperature studies (14, 51) this hypothesis has
been recently questioned by other authors (52). In the case of
rhodopsin a very recent study (2) has revealed a S1 lifetime (ca.
170 fs) of the same order of magnitude of the S0 hot product
appearance time (200 fs). This observation is only compatible
with a fast barrierless excited-state motion. This situation sug-
gests that the structure of the S1 potential energy surface given
in Fig. 7a may be modified by the protein cavity to yield a less
stable SP region. Such a situation may arise if the energy plateau
is reduced or eliminated such as in the surface of Fig. 7b andyor
when the surface is made ‘‘asymmetric’’ with respect to the
twisting coordinate by the chiral environment, charged and
dipolar groups of the rhodopsin cavity (53).

Conclusions
Above we have reported a MEP that provides an unambiguous
cis 3 trans photoisomerization coordinate for PSB11 (and
PSBT) in isolated conditions. This coordinate suggests the
dynamic behavior illustrated in Fig. 7a, where a metastable
species performs many skeletal oscillations along an energy
plateau before the reactive torsional modes get fully populated.
The plateau may be assigned to the picosecond ‘‘f luorescent
state’’ observed in solution. A second basic feature of the
computed path is the positive-charge translocation along the
chromophore framework. As seen in Figs. 4 and 5 the positive
charge partially shifts from the N end to the C end of the models
upon S0 3 S1 photoexcitation and S1 in-plane relaxation. The
following twisting deformation leads to a complete translocation
of the charge that localizes on the fragment containing the C end.

The mechanistic role played in rhodopsin proteins by the
excited-state initial (stretching) relaxation and charge translo-
cation of the retinal chromophore is a matter of current interest.
Experimental evidence that this initial motion is directly in-
volved in the triggering of the early protein conformational
changes has been recently reported (54). In conclusion, we
believe that the results of the analysis of both experimental and
theoretical investigation call for a revision of the models previ-
ously proposed for the primary event in rhodopsin proteins.
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